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d ELU Konsult AB, Valhallavägen 117, 115 31. Stockholm, Sweden   

A R T I C L E  I N F O   

Keywords: 
Environmental vibration 
Dynamic soil properties 
Clay 
Surface waves 
Topsoil 

A B S T R A C T   

Environmental vibrations induced by human activities such as traffic, construction or industrial manufacturing 
can cause disturbance among residents or to vibration sensitive equipment in buildings. In Sweden, geological 
formations of soft clay overlying a stiff bedrock are soil conditions prone to ground vibrations that are 
encountered both in urban areas and along parts of the national railway network. This paper presents an 
extensive investigation of the small-strain soil properties for the prediction of environmental ground vibrations in 
a shallow clay where the bedrock is situated at 7.5 m depth. The small-strain properties are estimated using 
available empirical correlations, bender elements, seismic cone penetration tests, seismic refraction and inver
sion of surface wave dispersion and attenuation curves. The results are synthesised into a dynamic layered soil 
model which is validated by measurements at the soil’s surface at source-receiver distances up to 90 m in the 
frequency range 1–80 Hz. Analyses of uncertainties in the estimated values of wave speeds and material damping 
are performed by model investigations, indicating that surface wave tests overestimate the damping compared to 
bender element tests. The properties of the topmost unsaturated part of the soil is found to have a significant 
influence on the response at large distances, caused by critically refracted P-waves resonating in the top layer.   

1. Introduction 

Human activities such as construction, industrial manufacturing 
processes or traffic on roads and railway can give rise to vibrations 
spreading to its surroundings through the soil. In the built environment, 
buildings located in the vicinity of vibration sources might experience 
excessive vibration levels, potentially leading to disruption in the 
operation of vibration sensitive equipment or discomfort for residents. 
For the assessment of ground borne vibrations in buildings, numerical or 
empirical models can be applied to predict building vibration levels 
prior to construction. The mechanical soil properties and the stratifica
tion at a site have a significant influence on the amplitude and frequency 
content of the dynamic response of the soil [1,2]. Therefore, numerical 
models require an estimation of these parameters while some empirical 
models directly make use of the free field surface responses at the pro
spective site [3,4]. 

Ground borne vibration emanating from railways is an important 

societal concern that is receiving an increasing amount of attention 
globally [5]. A number of studies have been focused on the validation of 
models to predict railway induced ground vibrations in the free field. In 
these studies, small-strain soil properties and layered soil models are 
obtained either from non-invasive geophysical methods, covering large 
volumes of soil, or in situ wave speed measurements taken at discrete 
points or over a smaller distance. Lombaert et al. [6] performed a vali
dation of a numerical model for the prediction of railway induced vi
brations in the free field. The validation study was performed in steps, 
separating the estimation of small-strain soil properties and the mea
surements of the track-free field responses and train passages, allowing 
to assess the propagation of errors in the prediction model. The results 
emphasized the large influence of the soil properties on the predicted 
free-field responses. Kouroussis et al. [7] validated a finite element 
model to compute the free field response in the time domain due to the 
passing of high speed trains. The layering of the soil at the site was 
shown to have a large influence on the frequency content of the 
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predicted response. Connolly et al. [8] analysed ground borne vibration 
levels from measurement records at seventeen different sites along Eu
ropean railways. An assessment of the influence of train type, train speed 
and site conditions on the vibrations levels was undertaken. The site 
specific soil conditions were found to be the most influential aspect 
affecting the levels of ground borne vibration. In particular, the differ
ences in vibration levels tended to increase with the distance from the 
track. These observations highlight the importance of correctly ac
counting for the soil conditions when constructing models to perform 
predictions of ground borne vibrations, especially with an increasing 
distance from the source. 

Along the national railway tracks and in densely populated urban 
areas in Sweden, geological formations of soft clay deposits overlying till 
and a stiff bedrock are encountered. These type of soil conditions have 
been found to be prone to ground borne vibration problems [4,9,10]. 
The small-strain properties of Swedish clay soils have been studied 
extensively using laboratory measurements and seismic methods. 
Empirical relations have been established to determine the initial shear 
modulus for geotechnical engineering applications [11–13]. An exten
sive investigation of small-strain soil properties was performed in 
Ledsgård along the West-coast line between Göteborg and Malmö in 
Sweden, due to the exceptionally high amplitude of vibrations encoun
tered at the railway track [14–16]. The properties were determined in 
the deep marine clay from both laboratory, invasive and non-invasive in 
situ measurements. Measured track and free field responses at fre
quencies below 5 Hz due to train passages could be numerically 
reconstructed using the identified soil properties [17,18]. 

Determination of the small-strain properties in Swedish clays has so 
far mainly been focused on the use for either track response or static 
small-strain deformation analyses. The analysis of environmental vi
brations requires a representation of the soil that is able to predict the 
dynamic response at significant source-receiver distances. For practical 
applications project restrictions and budget constraints can limit the 
extent of site investigations available to estimate the small-strain 
properties. Therefore, it is important to understand the ability of 
different investigation methods to acquire the necessary information to 
perform accurate predictions with a dynamic soil model. 

This paper presents an extensive geotechnical and geophysical site 
characterization of a Swedish clay deposit in the Stockholm area. The 
objectives of this paper are to investigate the ability to represent a clay 
deposit with a shallow bedrock by a linear elastic layered soil model for 
the prediction of environmental ground vibrations by synthesis of small- 
strain properties obtained from various site investigation methods and 
to compare their performance in acquiring the necessary properties. 

The soil conditions at the site constitute a representative example of 
post-glacial clays encountered in Sweden, allowing extension of the 
presented conclusions to sites where similar conditions are encountered. 

The small-strain properties of the soil are determined by empirical 
relations, invasive wave speed measurements and non-invasive 
geophysical investigation methods. The results are compared and a 
synthesis of the information provided by the investigations is made to 
establish a representative soil model. Parametric uncertainties in the 
estimated soil properties are identified their influence on the computed 
free field responses is investigated by numerical simulations and 
compared to measurements at different source-receiver offsets. Finally, 
response measurements at the soil’s surface acquired during different 
seasons are presented to assess the influence of seasonal variations on 
the soil’s dynamic response. 

The outline of the paper is as follows. Section 2 presents the layout 
and general soil conditions of the site where the investigations are 
performed. Section 3 presents the results obtained from a geotechnical 
site investigation and an overview of the methods used to estimate the 
small-strain properties from both in situ tests and laboratory samples. 
Section 4 presents the setup and data processing of two measurement 
campaigns where frequency response functions are estimated along the 
soil’s surface. These are used for model validation and non-invasive 

estimation of small-strain properties by seismic refraction and spectral 
analysis of surface waves (SASW) by inversion of dispersion and atten
uation curves. In section 5, the small-strain properties obtained from 
different investigation methods are presented, compared and syn
thesised into a representative soil model. Section 6 presents a validation 
of the soil model and an analysis of the influence of remaining un
certainties on the soil properties on the predicted responses. Section 7 
addresses the influence of seasonal variation on the soil’s response. 
Finally, section 8 presents the conclusions of the paper. 

2. Test site 

The test site is located in Brottby, 40 km north of Stockholm, Sweden. 
The site is an agricultural field that has not been cultivated for more than 
ten years prior to the site investigations. The site is intended as a test site 
for experimental investigations on the small-strain dynamic behaviour 
of end-bearing pile foundations. It was chosen because of its particular 
stratification, with a soft clay underlain by till and bedrock, represen
tative for soil conditions prone to high amplitudes of ground borne vi
bration, the potential to represent the soil with a layered soil model over 
the area of interest and that unlimited access to the site could be granted. 
As the site is located in a remote location, a minimum of outside dis
turbances is present during testing. Moreover, a designated site makes 
the placement of stationary reference points possible, allowing to 
compare measurements performed at different occasions to assess the 
influence of seasonal variations. 

Fig. 1 presents an aerial view together with the locations of the 
performed site investigations. 

Fig. 2 presents geological information of the soil deposits and the soil 
depth to bedrock [20]. The geological information gives an overview of 
the topography of the underlying bedrock at the site, suggesting that the 
field is positioned along a fracture zone in the bedrock, overlain by 
layers of till and clay. The site investigations are concentrated over an 
area in the center of the field where the estimated soil depth is 5–10 m, 
as presented in Fig. 1. 

3. Invasive site investigations 

3.1. Overview of site investigations 

The positions where the invasive tests have been performed are 
presented in Fig. 1. 

Penetration tests over the investigation area were performed to 
establish an interpretation of the stratigraphy on the site and in situ 
wave speeds were measured by SCPT. Samples of the clay were analysed 
in the laboratory, providing geotechnical parameters to perform 
empirical predictions of the small-strain soil properties, as well as esti
mates of wave speeds and material damping ratios from bender element 
tests. 

3.2. Soil topography and stratification 

In points P7–P12, weight soundings were performed to provide an 
overview of the general variation of the stratigraphy on the site. The 
weight sounding penetrates the softer soil layers, but cannot penetrate 
the stiffer non-cohesive soil. In P8 and P13, CPTU was performed in the 
clay giving an indirect interpretation of the layering at the site. In 
addition, disturbed samples were taken in points P11 and P13 to 
determine the soil types of the profile by visual inspection. Three plastic 
groundwater pipes of 76 mm diameter were installed down to the non- 
cohesive soil with a consecutive 1 m spacing in points P15–P17. Apart 
from measuring the ground water pressure levels, these sounding wells 
are also used to install multiple sensors in the soil for geophyscial tests. 
However, after pre-drilling the holes down to the bedrock, the pipes 
could not be pushed down further than 0.8 m into the non-cohesive soil 
due to collapse of the pre-drilled holes, preventing reliable cross- or 
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down-hole measurements. Soil/rock probing was performed in points 
P18 and P19 to determine the depth to the bedrock. The test is 
commonly used in Sweden and is internationally referred to as 
measuring while drilling (MWD) described in the international standard 
ISO 22476-15 [21,22]. During the drilling, driving force, resistance, 
penetration speed, engine pressure, hammer pressure and flushing 
pressure are registered versus the penetration depth. This allows inter
pretation of layering of soils not penetrable by the CPT probe, identifi
cation of inclusions such as boulders and quality assessment of the 
bedrock. In point P14 pre-drilling was initiated for installation of a 
ground water pipe, but came to an early stop at a depth of 4 m, indi
cating the presence of a boulder or a local variation of the bedrock 
topography. 

The collective information acquired from the in situ tests results in an 
interpreted soil profile presented in Fig. 3, illustrated in the sections A–A 
and B–B with reference to Fig. 1. The soil consists of layers of dry-crust 
clay, saturated clay and till on top of a stiff bedrock. 

3.3. Seismic cone penetration tests 

Two seismic cone penetration tests (SCPT) and regular CPTU tests 
were performed in the points P8 and P13. The spacing of the triaxial 
accelerometers installed in the CPT probe was 1 m. Each test was per
formed by hitting ribbed plates pre-loaded by the drill rig, presented in 
Fig. 4. The tests were performed with a depth interval of 0.5 m and in 

each test 10 hits were applied in two perpendicular directions in the 
front and the back of the rig. The wave speeds are estimated based on the 
difference in arrival time between the receivers calculated using time 
domain cross-correlation and assuming a straight travel path from the 
center of the plates to the receivers. 

Each measurement is assigned a representative depth zSCPT = z2(r1 +

r2)/2r2, where zj and rj are the probe depth and radial distance from the 
source point for sensor j, respectively [23]. 

3.4. Laboratory tests 

In P13, two sets of piston samples were collected for laboratory 
analysis at the levels 1–4 m in the clay. High quality samples were ob
tained using a category A method according to ISO 22475–1:2006 [24]. 
Table 1 presents the classification of the soil collected in the piston 
samples of the clay, made by visual inspection in the laboratory in 
accordance with international standards [25,26]. 

Laboratory investigations of the soil included determination of the 
soil’s density ρ, the water content w, the liquid and plastic limits wL and 
wP yielding the plasticity index Ip, the sensitivity of the clay St, the un
drained shear strength τfu determined from both triaxial and fall-cone 
tests and the over-consolidation ratio (OCR) obtained from oedometer 
tests with a constant rate of strain (CRS). The sensitivity, the plastic limit 
and the OCR could not be determined for the 1 m level consisting of dry- 
crust clay, possibly due to disturbance of the tested sample. The soil 

Fig. 1. Aerial photograph [19] of the test site 
with the geotechnical investigation points 
P7–P19 and measurement lines ML1 and ML2 
along which dynamic measurements are per
formed due to applied hammer impacts ( × ) 
superimposed. Tests performed at each point are 
listed in the accompanying table as weight 
soundings (Ws), screw samples (Scr), measure
ment while drilling (MWD), installation of 
ground water pipes (Gwp), piston samples (PS), 
seismic cone penetration test (SCPT) and cone 
penetration test with measurement of pore water 
pressure (CPTU).   

Fig. 2. Geological maps of (a) soil types at the site with colors indicating post-glacial clay (yellow), till (blue) and bedrock (red), and (b) soil depth with colors 
corresponding to an estimated soil depth of 5–10 m (red), 3–5 m (yellow) and depths less than 1 m (green) [20]. The measurement lines ML1 and ML2 are 
superimposed for reference. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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properties obtained from the laboratory measurements of the clay are 
presented in Table 2. 

The triaxial apparatus and the oedometer housing were equipped 
with bender elements, allowing to perform measurements of the dila
tational (P) and shear (S) wave speeds in the clay samples. The influence 
of anisotropy of the clay on the S-wave speed was investigated by per
forming measurements in both the axial and radial directions of the 
samples, corresponding to the vertical and horizontal in situ directions, 
respectively. The wave speed measurements in the axial direction were 
performed in a triaxial apparatus whereas the measurements of the wave 
speeds in the radial direction were performed in the oedometer using a 
radially oriented sample taken from the original piston sample by 
punching with the equipment presented in Fig. 5a, allowing to perform 
the analysis on standard size samples. The tests were performed with the 
samples re-loaded to in situ stresses. 

The determination of wave speeds was limited to tests on two sam
ples, one axially and one horizontally orientated, for samples collected 
at different levels. However, at the 2 m level the agreement between the 
wave speeds estimated from the two setups was evaluated by mounting 
an axially orientated sample in the oedometer. Table 3 presents a 
comparison of the results, indicating the consistency between the esti
mates obtained in oedometer and triaxial testing. Moreover, the axial 
wave speeds are compared to the radial ones at the in situ stress levels. 

The results from the tests in the two perpendicular directions of the 
samples are presented in Table 4, indicating a structural anisotropy of 
the clay that varies with depth. However, for a horizontally stratified soil 
with vertical transverse isotropy (VTI), only the SH waves are affected 
by the S-wave speed anisotropy, while the P-SV waves are unaffected 
[28]. The anisotropy of the S-wave speeds is therefore disregarded in the 
remainder of this paper. 

The material damping in the clay samples is estimated from the 
response signals generated from an axial excitation used to measure the 
P-wave speeds, applied as a single period of a sine at a frequency of 200 
kHz. The damping is obtained using the Hilbert transform method 
recently introduced for material damping estimation from bender 
element tests by Cheng and Leong [29]. 

3.5. Empirical correlations 

In literature, empirical correlations have been established for 
determining the initial shear modulus G0 from index parameters used in 
geotechnical engineering. The international standard ISO 
14837–32:2015 [30] gives an overview of methods for the evaluation of 
small-strain properties in soil, and lists the following two empirical 

Fig. 3. Interpreted sections of the soil defined in Fig. 1 based on the information from the geotechnical site investigations. The investigation depth at each point is 
indicated and the interpreted layering of the soil is illustrated in shading as a dry-crust clay (top layer), soft clay (second layer) and till (third layer) on top of bedrock. 

Fig. 4. Seismic cone penetration test equipment with two pre-loaded L-shaped 
plates, SCPT probe and a sledge hammer connected to the DAQ to 
trigger recording. 

Table 1 
Classification of the soil made by visual inspection according to ISO 
14688–2:2017 [26].  

Depth [m] Soil classification 

1 Sand infused slightly rusty brown dry-crust clay 
2 Gray homogeneous clay 
3 Sand infused lightly varved brown-gray clay 
4 Lightly varved brown-gray clay with thin layers of silt 
5 Sandy gravel  
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methods for the estimation of the initial shear modulus in cohesive soils. 
The first method was established for Scandinavian clays by Larsson 

and Mulabdić [12]. The empirical relation is given by: 

G0 =

(
208
Ip

+ 250
)

τfu (1)  

and is based on the plasticity index Ip (in decimals) and the undrained 
shear strength τfu. It should be noted that eq. (1) is restricted to the use of 
the undrained shear strength determined from a test that gives 
compatible results with the ones used for establishing the relation. The 
present relation is based on direct simple shear, dilatometer, corrected 
field vane and fall-cone tests [12]. 

In the second method, the initial shear modulus is estimated from 
empirical correlations established for CPT data. For cohesive soils, the 
initial shear modulus is estimated from [31]: 

G0(z) = pa
99.5

e(z)1.13

(
qt(z)

pa

)0.695

(2)  

where pa = 100 kPa is a reference pressure, e(z) is the void ratio as a 
function of the depth z and qt(z) is the corrected cone tip resistance. The 
correlation is based on data from a variety of different cohesive soils 
around the world, but predominantly on sites of soft Swedish clay with 
wave speeds determined from SCPT data [31]. The advantages of using 
the CPT data for estimating the initial shear modulus are the same as for 
the test in general, i.e. it provides a high resolution with depth and is 
based on in situ conditions. However, eq. (2) requires not only the re
sults from the CPT, but also the variation of the void ratio with depth. At 
the present site, due to the full saturation of the clay below the dry crust, 
the void ratio can be estimated from: 

e(z) =
ρ(z)

ρw(1 + 1/w(z)) − ρ(z) (3)  

where ρw is the density of water, ρ(z) is the soil density as a function of 
the depth z and w(z) is the water content. As only point wise information 
is available of the clay density and water content, constant values of ρ 
and w obtained from Table 2 are assumed over each 1 m interval. The 
variation of the estimated S-wave speed with depth is subsequently 

Table 2 
Geotechnical parameters obtained from laboratory measurements on the clay piston samples from Brottby.  

Depth ρ w wL wP Ip St τtriax
fu  τfc*

fu  OCR 

[m] [kg/m3] [%] [%] [%] [%] [− ] [kPa] [kPa] [− ] 

1 1880 31.8 59 – – – 54.4 >134.4 5** 
2 1570 78.2 64 30 34 6 19.6 41.8 2.6 
3 1720 53.6 49 20 29 15 19.2 16.0 1.9 
4 1780 47.2 43 19 24 18 23.1 15.0 1.9 

* Corrected with respect to the liquid limit according to Ref. [27]. 
** Estimated from CPT correlations. 

Fig. 5. Laboratory preparation of (a) horizontal clay samples and (b) bender elements mounted in an oedometer housing.  

Table 3 
Comparison of measured S-wave speeds in samples collected at 2 m depth 
orientated in the axial and radial directions in triaxial and oedometer testing 
under different stress states.  

Axial stress Cs,a Cs,r  

[kPa] 
Triax 
[m/s] 

Oedometer 
[m/s] 

Oedometer 
[m/s] 

21.9  86.7 93.0 
25.5 84.4 86.0  
27.9  86.5 93.6 
54.0 88.9 89.0   

Table 4 
Axial and radial effective stresses and S-wave speeds measured from triaxial test 
(axial) and oedometer test (radial) using bender elements.  

Depth σ′

a  σ′

r  Cs,a Cs,r 

[m] [kPa] [kPa] [m/s] [m/s] 

1 59.0 46.0 139.0 162.4 
2 25.5 21.9 84.4 93.0 
3 32.3 24.0 89.4 85.9 
4 40.0 26.0 95.1 86.7  
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calculated as: 

Cs(z) =

̅̅̅̅̅̅̅̅̅̅̅
G0(z)
ρ(z)

√

(4)  

4. Non-invasive site investigations 

In addition to the invasive geotechnical tests by penetration of the 
soil, two active vibration measurements were performed along the 
measurement lines ML1 and ML2 in Fig. 1. The measurements along 
ML1 were conducted in the spring of 2019, while the measurements 
along ML2 were conducted in the autumn of the same year. The tests 
were performed by applying an impact force on the surface of the soil 
with an instrumented sledge hammer at the positions ( × ) indicated in 
Fig. 1 and measuring the vertical acceleration responses along the lines 
extending from the excitation points. 

4.1. Setup 

The impact is generated at the soil’s surface by hitting a 400 × 400 ×
80 mm aluminium plate with an instrumented hammer of model Dytran 
5803A IEPE with a mass of 5.5 kg, presented in Fig. 6a. The accelerations 
are measured by means of 30 uniaxial seismic accelerometers of models 
Colibrys SF1500S (ML1), PCB 393A01 and PCB 393B31 (ML2). The 
accelerometers are mounted on 300 mm long aluminium pickets with a 
cruciform cross section, measuring the response in the vertical direction. 
Fig. 6b presents an accelerometer mounted on a picket. The picket is 
designed to minimize soil-structure interaction effects in the frequency 
range of interest [32,33]. 

The measurements are performed in multiple setups, where the 
sensors are consecutively moved 0.5 m between each setup, achieving a 
sensor spacing along the measurement lines of Δr = 0.5 m. 

The number of setups was 12 for ML1 using 10 accelerometers and 6 
for ML2 using 30 accelerometers. 

The first sensor is offset 0.5 m from the excitation point and the 
lengths of the measurement lines ML1 and ML2 are 60 and 90 m, 
respectively. In each setup, 80–100 impacts and the corresponding ac
celeration responses have been recorded for processing, to ensure a high 
confidence in the measured responses at the farthest receiver. 

4.2. Post-processing 

In order to suppress noise in the measurement data occurring due to 
ambient or distant external vibration sources, the average frequency 
response function Ĥij(ω) between the free field acceleration channel i at 
distance r and the hammer force channel j is computed as a function of 

the circular frequency ω, using the H1 estimator [34]: 

Ĥ ij(ω) =
Ŝij(ω)

Ŝjj(ω)
(5)  

with the average cross power spectral density between channels i and j 
defined as: 

Ŝij(ω) =
1
N

∑N

k=1
xk

i (ω)xk*
j (ω) (6)  

where N is the number of events, xk
i (ω) is the Fourier transform of the 

time signal acquired for event k for channel i and xk*
j (ω) is the complex 

conjugate of the transformed signal acquired for channel j. 
The frequency response function estimate Ĥij(ω) is based upon 

multiple observations, and can therefore be considered as a stochastic 
variable with a standard deviation σ̂ |Hij |(ω). The relative statistical errors 
σ̂ |Hij |(ω)/|Hij(ω)|, or coefficient of variation (COV), on the estimated 

transfer function Ĥij(ω) is given by [35]: 

COVij =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 − γ2

ij(ω)
2Nγ2

ij(ω)

√

(7)  

γ2
ij(ω) =

Ŝij(ω)Ŝ
*
ij(ω)

Ŝii(ω)Ŝ
*
jj(ω)

(8)  

where γij(ω) is the coherence between channels i and j. Fig. 7 presents the 
estimated acceleration frequency response functions, or accelerances, as 
a function of distance for the two test setups along ML1 and ML2, along 
with the corresponding coefficient of variation. A low variation is found 
in the frequency band between 8 and 60 Hz that significantly contributes 
to the response at a given offset. As the source-receiver distance in
creases, the higher frequency waves are attenuated due to material 
damping leading to a lower signal to noise ratio and eventually no 
response is measurable for the highest frequencies considered, leading 
to a high variation in the estimates. 

The estimated accelerances are transformed from the frequency- 
spatial domain to the frequency-wavenumber domain by applying the 
transformation [36]: 

H̃(kr ,ω) =
1
2

∫ ∞

0
Ĥ(r,ω)H(1)

0 (krr)r dr (9)  

where Ĥ(r,ω) are the estimated frequency response functions as a 
function of the radial distance r from the source point, kr is the radial 

Fig. 6. Experimental setup of (a) excitation point foundation and (b) accelerometer mounting.  
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wave number and H(1)
0 is the zero-th order Hankel function of the first 

kind. This transformation accounts for the cylindrical nature of the wave 
field when decomposing it into its plane wave components, and con
siders that the wave field consists solely of outing waves. 

The integral of eq. (9) is numerically evaluated with a sampling of Δr 
corresponding to the distance in between the receivers and the integral 
is truncated at the array length. The evaluation of the integral is per
formed by the means of a generalized Filon quadrature scheme imple
mented in the Matlab toolbox EDT [37,38]. The resulting spectra are 
presented in Fig. 8 in terms of phase speed Cr = ω/kr and frequency 
responses normalized for each frequency line. 

4.3. Model inversion 

The experimental measurements are subsequently post-processed to 
estimate the P- and S-wave speeds in the soil. The P-wave speeds are first 
estimated from a seismic refraction analysis based on the first arrival 
times at the receivers. The P- and S-wave speed, soil layer thickness and 
material damping ratios are subsequently obtained from a model 
inversion of the refraction, dispersion and attenuation curves. The 
dispersion curves of the surface waves are identified as peaks in the 

frequency-wavenumber spectra [39]. Surface waves attenuate due to 
both radiation and material damping. Material damping of surface 
waves results in a spatial decay of the surface waves proportional to 
exp( − An(ω)r), where An(ω) is the attenuation coefficient of the asso
ciated surface wave mode n. The attenuation coefficients of the surface 
waves can be determined from the width of the peaks corresponding to 
the estimated dispersion curves. The half-power bandwidth and the 
circle fit method have been proposed as methods for estimating the 
attenuation coefficient from multiple dispersion curves [40,41]. Due to 
the presence of multiple dominant modes contributing to the response, 
apparent dispersion curves are determined by peak-picking in the 
frequency-phase speed spectra in Fig. 8 up to 60 and 46 Hz for ML1 and 
ML2, respectively. The attenuation curves are subsequently estimated 
using the half-power bandwidth method [40]. 

The theoretical dispersion and attenuation curves are obtained from 
the Green’s functions for a horizontally layered soil on top of a halfspace 
computed using the direct stiffness method [42], which is a 
re-formulation of the Thomson-Haskell transfer matrix method [43,44]. 
The same soil model is used in section 6 to compute the free-field surface 
response. This is achieved by a Hankel transform of the Green’s function 
from the frequency-wavenumber domain to the frequency-spatial 
domain which is implemented in the Matlab toolbox EDT [38]. The 

Fig. 7. Estimated accelerances and corresponding coefficients of variation for tests along measurement lines ML1 and ML2.  

Fig. 8. Dispersion images normalized along each frequency line to the maximum value, for the tests along measurement lines ML1 and ML2.  

F. Theland et al.                                                                                                                                                                                                                                 



Soil Dynamics and Earthquake Engineering 150 (2021) 106804

8

assumption of a horizontally layered soil is justified based on the stra
tigraphy estimated from the soil investigations in Fig. 3, even if a small 
inclination of the layers is present [45]. 

The inverse problem is formulated as a non-linear least squares 
problem and is solved using a trust-region-reflective algorithm imple
mented in MATLAB [46], which is a local search method. Thereby, the 
problem suffers from non-uniqueness and the outcome strongly depends 
on the initial soil profile assumed. This is especially the case for soils that 
have an irregular variation of stiffness with depth [45]. Therefore, the 
initial soil profile is assigned considering the information available from 
the site investigations, including the stratification and the density of the 
clay. The densities of the till and bedrock were assumed as 2200 and 
2700 kg/m2, respectively. The initial S-wave speeds are heuristically 
obtained from the fundamental dispersion curve, relating the S-wave 
speed to the surface wave speed by CR = 1.1Cs and the representative 
depth as z = λR/2.5, with CR and λR the surface wave speed and wave
length, respectively [47]. Due to the differences in the experimental 
dispersion curves, the soil properties of the profile obtained from the 
inversion along ML1 are used as an initial guess for the inversion along 
ML2, where the depth of the clay is adapted to be consistent with the 
observations made from the site investigations. Fig. 9 presents a com
parison between the experimental dispersion and attenuation curves 
and the ones obtained from the inversion. 

As the surface wave measurements cover a large portion of the soil, 
there is an inherent averaging over the distance covered by the mea
surement line. This can lead to differences between the identified profile 
from a model inversion and physical observations, as the inversion 
produces a horizontally layered soil model along the measurement line. 
Moreover, as the estimated profile is constructed by a discrete number of 
layers, averaging can occur over physical layer boundaries, especially 
when the stiffness contrast is low between the materials. 

5. Synthesis of investigation results 

Fig. 10 compares the S-wave speeds obtained from the empirical 
correlations with the ones obtained from the bender element, SCPT and 
SASW tests. The estimates from the CPT correlation agree closely with 
the results from the bender element tests and are also consistent with the 
SCPT results. Moreover, the variation in stiffness of the layers between 1 
and 2 m predicted by both SASW tests are captured. 

The empirical correlation of eq. (1) overestimates the S-wave speed 
in the upper 2 m of the soil but agrees with the other tests for the 3 and 4 
m levels. Larsson and Mulabdić [12] noted that in comparison with 
SCPT results in Swedish clay, empirical relations tended to over-predict 
the initial shear modulus in the uppermost soil layers. For the present 
site, the estimated shear strengths obtained from the fall-cone and 
triaxial tests show large differences in the upper 2 m of the soil. In fact, 
employing the results obtained from the triaxial tests at the 1 and 2 m 
level yield, despite not being the basis for the empirical correlation, a 
better estimation of the S-wave speeds in line with the other tests. 

However, at the deeper levels the opposite holds demonstrating the 
significant influence of the chosen method to determine the shear 
strength on the estimated wave speeds. 

For P13, a large scatter in the SCPT estimates obtained from the two 
setups is found in the upper 1.5 m of the soil. Generally, the upper part of 
a soil profile is not accurately estimated in the SCPT due to the small 
effective spacing of the sensors, even for synthetic signals [48]. More
over, large amplitude impacts at the surface can induce shear strains in 
clays that are outside the range where the soil can be considered linear, 
violating the assumed test conditions [12]. Therefore, the results from 
the SCPT in the uppermost 1.5 m of the soil are considered less reliable. 

It should be noted that none of the invasive methods to estimate the 
material wave speeds provide information of the top 1 m of the soil or 
the underlying till and bedrock. This is due to the practical limitations of 
the methods. Undisturbed samples were not practically attainable in the 
uppermost meter of the soil and the sampling is only applicable for the 
clay, as is the CPT and SCPT. In contrast, the surface wave methods 
provide estimates in the regions not covered by the invasive tests. The 
results indicate a significantly lower S-wave speed in the upper 0.8 m 
compared to the underlying layer, and provide estimates of the wave 
speeds in the till and the bedrock. Along ML1, a stiffer layer is estimated 
to be located closer to the surface than along ML2, agreeing with the 
observations made from the geotechnical site investigations, cf. Figs. 3 
and 10. This emphasises the importance of considering the propagation 
path of interest for determining the soil properties by model inversion, 
as the stratification and layer depths affect the character of the wave 
propagation in the soil. However, the discrepancy between the esti
mated S-wave speeds in the till is large and should not be considered as 
the true material property, but rather as an effective value describing the 
wave propagation along the measurement line. The depth to bedrock is 
overestimated by the SASW test along ML2 compared to the physical 
observations. This is caused by the computed dispersion curve becoming 
insensitive to the position of the bedrock in the optimization problem. 

Fig. 11 presents the P-wave speeds estimated from the two SASW and 
from the laboratory bender element tests. 

The SASW tests estimate the P-wave speed in the upper meter of the 
soil to be significantly lower than the underlying soil, especially for the 
test along ML2. As the clay becomes saturated, the P-wave speed ap
proaches the speed of sound in water and the Poisson’s ratio becomes 
close to 0.5. It was observed during the site investigations that the clay is 
saturated at approximately 1 m below the surface. This is supported by 
the results from the bender element tests, indicating a P-wave speed in 
the clay of approximately 1200 m/s. The lower values obtained from the 
model inversions at depths below 2 m are therefore considered as 
inaccurate. 

The material damping ratios estimated from the two model in
versions agree closely, where the material damping ratios in volumetric 
(βp) and deviatoric deformation (βs) are assumed to be equal. The 
damping ratios βp in the clay estimated from the P-wave bender element 
tests at the 2, 3 and 4 m depths are consistent with each other and 

Fig. 9. Comparison of experimental (solid lines) and model (dashed lines) (a) dispersion and (b) attenuation curves for ML1 (blue) and ML2 (green). (For inter
pretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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present lower values of the material damping compared to the ones 
obtained from the SASW tests. To accurately account for material 
damping becomes increasingly important with source-receiver distance, 
and is therefore especially relevant for predictions at significant dis
tances with respect to the wavelengths of the propagating waves. 

As the points P8 and P13 where the point wise investigations are 
performed are positioned along ML2, and the estimated profile obtained 
from the SASW test is in good agreement with the site observations, a 
representative layered soil model is assembled by synthesis of the esti
mated material parameters along ML2. Table 5 presents a summary of 
the soil properties synthesised from the tests. The P-wave speed of the 
top layer is inconsistently estimated from the two SASW tests carried out 
in different seasons and the difference in the estimated material damp
ing ratios in the clay is significant. The influence of these material 
properties and seasonal variations on the surface response is therefore 
investigated next. 

6. Validation and physical interpretation 

The synthesised model is validated against the measured frequency 
response functions along ML2. The comparison is made in terms of ve
locities and mobilities, where the mobilities are obtained from the 

Fig. 10. S-wave speeds in points P8 and P13 esti
mated from empirical CPT correlation (black line) and 
SCPT (*) by hammer blows in the front (gray) and 
back (black) of the drill rig and observed layer 
boundaries (dotted lines). Estimates from SASW along 
ML1 (blue line) and ML2 (green line), empirical 
relation based on the shear strength from fall cone (○) 
and triaxial tests (△), and bender element laboratory 
tests in the vertical direction (□) obtained from 
samples taken at P13 are included for comparison. 
(For interpretation of the references to color in this 
figure legend, the reader is referred to the Web 
version of this article.)   

Fig. 11. P-wave speeds and material damping ratios estimated from SASW test along ML1 (blue line), ML2 (green line) and from bender element P-wave mea
surements estimated with the Hilbert transform method (□). (For interpretation of the references to color in this figure legend, the reader is referred to the Web 
version of this article.) 

Table 5 
Small-strain soil properties estimated for the soil profile along ML2 synthesised 
from the investigations.  

Layer Depth h Cs Cp βs βp ρ  

[m] [m] [m/s] [m/s] [− ] [− ] [kg/m3] 

1 0.80 0.80 67 125 0.053 0.053 1880 
2 1.73 0.93 126 1200 0.017 0.017 1570 
3 2.78 1.05 77 1200 0.017 0.017 1720 
4 4.87 2.09 120 1200 0.017 0.017 1780 
5 7.4 2.53 309 1654 0.033 0.033 2200 
6 ∞ ∞ 2236 4156 0.010 0.010 2700  
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accelerance by divsion with iω. 
To facilitate a comparison in the time domain, the computed and 

measured mobilities are subjected to an artificial band-limited impact 
load of similar character as employed in the measurements. The time- 
and frequency domain representations of the load are presented in 
Fig. 12. 

6.1. Properties of the top soil layer 

The estimated depths and S-wave speeds of the top soil layer are 
consistently estimated in the two SASW tests. However, the estimated P- 
wave speed differs substantially between the measurements. The influ
ence on the computed response is therefore investigated by considering 
the P-wave speed of the first layer in Table 5 equal to the value Cp1 =

395 m/s estimated from the SASW test along ML1. 
Fig. 13 presents a comparison between experimental and computed 

mobilities, and time domain responses due to the impact load along ML2 
at 30, 50, 70 and 90 m distance from the source. 

The increased P-wave speed results only in slight differences for 
frequencies below 30 Hz at larger distances, while the responses pre
dicted by the synthesised soil model at frequencies between 30 and 50 
Hz are almost entirely absent. The time domain representation illus
trates that this frequency content is related to the first arriving group of 
waves, which is also validated by the responses obtained from the 
measurement data. Fig. 7 in section 4.2 shows the measured accel
erances along ML2. It presents a consistent peak in this frequency band 
showing, with a higher spatial resolution, a slow attenuation with dis
tance and how this response is almost unaffected by wave interference at 
distances larger than 40 m. 

Fig. 14 presents a comparison of the numerical and experimental 
mobility-frequency-phase speed spectra along ML2. 

The synthesised soil model captures the relatively large contribution 
of dispersion curves with phase speeds higher than 1000 m/s at fre
quencies above 30 Hz in the spectrum obtained from the measurements. 
Assuming a higher P-wave speed in the top layer results, on the other 
hand, in a spectrum without this dispersion curve. The cut-off frequency 
of the dispersion curve associated with the P-wave speed of the first 
layer observed in Fig. 14 coincides with the resonance frequency of the 
fundamental eigenmode for vertically propagating P-waves of the top 
soil layer built in at its base f1 = Cp1/(4h1) = 39 Hz, with Cp1 and h1 the 
P-wave speed and thickness of the first layer, respectively. This is due to 
the high P-wave speed contrast between the top layer and the underlying 
ones. Moreover, Fig. 14 provides an indication of the wave speeds 
associated with the resonant response of the top layer. Higher frequency 
surface waves are generally attenuated more rapidly with distance 
compared to lower frequency waves due to material damping, as the 
effective attenuation is inversely proportional to the wavelength. 
However, the surface response observed above 30 Hz is not caused by a 
classical surface wave, but is a resonant response of the top layer due to 
P-waves refracted back towards the surface. P-waves that are critically 
refracted along the underlying layers travel at significantly higher 

speeds, and therefore with longer wavelengths, explaining the slow 
attenuation with distance in this frequency range. This phenomenon is 
further analysed in section 6.4. 

To provide an overview of the topmost soil layer’s influence on the 
attenuation with distance, the mobilities are represented in one-third- 
octave band spectra. Fig. 15 presents a comparison between sensors 
spaced by 5 m between 30 and 90 m source-receiver offset along the 
measurement line ML2, corresponding to distances longer than three 
wavelengths of the surface waves. Comparing Fig. 15a–c, it is evident 
that the slow attenuation with distance for the bands with center fre
quencies 31.5 and 40 Hz is only captured by the model where the top 
layer is present. 

6.2. Elastic versus rigid bedrock 

As the critically refracted body waves are amplified whenever the 
resonant frequency of the top layer falls within the frequency range of 
interest, considering the elasticity of the bedrock becomes important. As 
the bedrock is very stiff, a common assumption in modelling situations is 
to consider the bedrock as a rigid stratum. Fig. 16 presents a comparison 
of the responses computed at a 90 m source-receiver offset assuming the 
bedrock as an elastic halfspace and as rigid. 

The response is identical at the lower frequencies associated with the 
surface waves. However, due to the lack of a bottom interface where 
waves are critically refracted, a substantially lower response is observed 
for higher frequencies when assuming the bedrock as a rigid stratum, 
demonstrating that this assumption cannot be motivated under the 
investigated soil conditions whenever larger source-receiver distances 
are of interest. 

6.3. Material damping in the clay 

The bender element tests are conducted on a very small specimen of 
the soil and at a much higher frequency than the range of interest, while 
the SASW tests yield estimates of the material damping based on data 
obtained over a larger body of soil and in situ conditions, but are sen
sitive to non-uniqueness. Therefore, the estimated values are uncertain 
and their influence on the predicted responses is investigated. Figs. 17 
and 18 present a comparison between the measurements and the 
computed responses at the center and endpoints of ML1 and ML2, 
assuming the material damping in the clay according to the results from 
the bender elements test and the SASW inversions. 

The model predictions assuming a material damping in the clay 
derived from the bender element tests yield more accurate predictions of 
amplitudes of the surface waves along both measurement lines, while 
the higher frequency content related to the refracted P-waves is less 
affected. These results suggest that reasonable estimates of damping 
values in homogeneous clays for performing vibration predictions can 
be obtained from bender element tests performed on standard size 
samples. However, further research is needed to confirm this conclusion. 

Fig. 12. Time-shifted Gaussian distribution applied as artificial impact load, (a) time and (b) frequency domain representation.  
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6.4. Sensitivity analysis of soil layer properties 

Sections 6.1 and 6.2 compared the measured and computed surface 
responses and demonstrated the influence of the elastic properties of the 
dry top layer and the bedrock on the predicted response at the site. 
Schevenels et al. [49] showed that the layering introduced by the 
presence of the groundwater table in an otherwise homogeneous soil 
results in the existence of wave reflections, critically refracted waves 
and standing P-waves in the dry layer that influence the surface 
response. At the test site investigated in this paper, a large amplification 
is observed for the frequencies where standing P-waves develop in the 
dry layer due to the existence of a shallow bedrock with significantly 
higher material wave speeds than the soil. 

In the following, the influence of soil layer thicknesses and the 
bedrock stiffness on the surface response is addressed to demonstrate the 

relevance of the observed phenomenon for sites with similar soil con
ditions. The soil profile identified for the test site is aimed at repre
senting as closely as possible the dynamic behaviour of the soil. 
However, to facilitate understanding of the system, a simplified three 
layer model is considered to more clearly highlight the influence of the 
layering. Table 6 presents the soil properties assumed for the three layer 
soil model under consideration. 

Four cases of parameter variations are considered to demonstrate the 
influence on the computed mobilities at a 90 m source-receiver offset. In 
order to avoid confounding, material damping ratios of all layers are set 
equal. In all cases where the P-wave speed is altered, Poisson’s ratio is 
kept constant and the S-wave speed is changed accordingly. 

First, the thickness of the top soil layer is investigated. Fig. 19a 
presents the effect of increasing only the thickness of the top layer, 
demonstrating the direct influence it has on the response with peaks 

Fig. 13. Comparison of experimental and model 
results of time domain velocity responses due to a 
simulated impact (left) and mobilities (right) at 
30, 50, 70 and 90 m from the source point along 
ML2. Responses are obtained from measurements 
(black) with 95% confidence bounds indicated, 
the synthesised soil model (green) and a soil 
model with an increased top layer P-wave speed 
(blue). (For interpretation of the references to 
color in this figure legend, the reader is referred 
to the Web version of this article.)   

Fig. 14. Comparison of mobility-frequency-phase speed spectra along ML2 obtained from (a) measurements, (b) soil model with Cp1 = 125 m/s and (c) soil model 
with Cp1 = 395 m/s. 
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corresponding to the resonance frequencies of a layer built in at its base 
fn = Cp1/4h1(2n − 1). Fig. 19b shows the influence of the same variation 
of layer thickness but with a constant resonance frequency of the top 
layer by adjustment of the P-wave speed. In contrast to Fig. 19a, the 
resonance peaks occur at the same frequency but present different am
plitudes. This is due to the increase of the mass in the top layer with an 
increasing layer thickness, causing a reduction in amplitude of the layer 
resonance. 

Second, the influence of increasing the depth of the saturated clay 
layer is illustrated in Fig. 20a, showing that as the layer thickness 

increases the resonance in the top layer remains present and no signif
icant decrease of magnitude is observed for the considered depths and 
source-receiver distance. Third, Fig. 20b shows the influence of the 
bedrock wave speed. When the P-wave speed of the bedrock is equal to 
that of the saturated soil, the resonance peak diminishes. On the other 
hand, when refraction in the bedrock is possible the response of the top 
layer is significant, demonstrating the contribution from refracted waves 
to the total response in this frequency range. 

Fig. 15. One-third-octave band spectra for 13 equidistant points between 30 and 90 m source-receiver offset (dark to light) obtained from (a) measurements along 
ML2, (b) the synthesised soil model and (c) the soil model assuming Cp1 = 395 m/s. The envelope of the measurements is superimposed on the simulation results for 
comparison (black dashed lines). 

Fig. 16. Comparison of simulated (a) time domain velocity responses due to an impact load and (b) mobilities at 90 m from the source point assuming the bedrock as 
elastic (green) and as rigid (blue). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 17. Comparison of experimental and model 
results of time domain velocity responses due to a 
simulated impact (left) and mobilities (right) at 
the center and endpoint of ML1. Responses are 
obtained from measurements (black) with 95% 
confidence bounds indicated, a soil model 
assuming damping values in the clay obtained 
from bender element tests (green) and from the 
SASW inversions (blue). (For interpretation of the 
references to color in this figure legend, the 
reader is referred to the Web version of this 
article.)   
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7. Seasonal variations 

In the measurements, the response associated with the uppermost 
soil layer is not as pronounced along ML1 as along ML2, and the SASW 

along ML1 leads to a higher estimated P-wave speed than along ML2. It 
is here noted that the tests were performed along ML1 in the spring 
under dry conditions and along ML2 in the autumn under wet conditions 
with a higher moisture content in the soil at the surface. This leads to the 
hypothesis that seasonal variations affect the mechanical properties, and 
therefore the dynamic response, of the soil. Additional measurements 
have been performed at the site at different occasions and during 
different seasons. The temperature was not below 0 ◦C and there was no 
freezing of the soil at any of the occasions. Fig. 21 presents the response 
at point P10 due to a load applied at P8, with reference to Fig. 1 in 
section 2. The excitation was applied to a 0.5 × 0.5 × 0.2 m cast-in place 
concrete foundation and the sensor mount was left in place in between 
the measurements. The response at lower frequencies is unaltered in 
between the measurements, while for frequencies above 20 Hz, a 

Fig. 18. Comparison of experimental and model 
results of time domain velocity responses due to a 
simulated impact (left) and mobilities (right) at 
the center and endpoint of ML2. Responses are 
obtained from measurements (black) with 95% 
confidence bounds indicated, the synthesised soil 
model (green) and a soil model assuming damp
ing values from the SASW inversions (blue). (For 
interpretation of the references to color in this 
figure legend, the reader is referred to the Web 
version of this article.)   

Table 6 
Small-strain soil properties of a simplified three layer model used for sensitivity 
analysis.  

Layer h Cs Cp βs βp ρ  

[m] [m/s] [m/s] [− ] [− ] [kg/m3] 

1 0.80 70 125 0.03 0.03 1700 
2 7 90 1200 0.03 0.03 1700 
3 ∞ 2000 3600 0.03 0.03 2700  

Fig. 19. Mobilities at the soil’s surface at 90 m source-receiver distance assuming (a) different values of the top layer thickness and (b) adjusting the P-wave speed 
accordingly to obtain the same layer resonance frequency. The first (vertical dotted lines) and second (vertical dashed lines) layer resonance frequencies of a layer 
built in at it’s base are indicated. 

Fig. 20. Mobilities at the soil’s surface at 90 m source-receiver distance assuming (a) different depths of the saturated clay and (b) different P-wave speeds of the 
elastic bedrock. The first layer resonance frequency (vertical dotted line) of a layer built in at it’s base is indicated. 
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difference in the response is observed between all three measurements. 
These observations show that seasonal variations change the dynamic 
response of the soil in this frequency range, associated with the reso
nance of the top layer treated in section 6.1 and more shallow pene
tration depths of the surface waves. Possible explanations for the 
observed variations are the moisture in the top part of the soil, closing 
micro fissures in the dry crust, and variation of the depth to where the 
clay becomes fully saturated. The ground water level was measured in 
the underlying non-cohesive soil at the time of each measurement, with 
reference to the ground surface. The ground water level varied from 
1.75 m in November to 0.65 and 0.85 in June and September, respec
tively. As the depth to the saturated clay governs the resonance fre
quency of the top layer, the depth to the saturated clay is a possible 
explanation for the observed variations. 

8. Conclusion 

This paper presents an extensive site characterization of a Swedish 
clay deposit by geotechnical and seismic measurements to estimate 
material wave speeds and material damping in the soil for the prediction 
of environmental vibrations using a layered soil model. The soil condi
tions at the test site consist of a shallow soft clay underlain by till and a 
stiff bedrock. The stratigraphical layout over the area of investigation is 
estimated based on geotechnical site investigations whereas the soil is 
characterised from laboratory analyses of piston samples. Estimation of 
the wave speeds in the soil are obtained from empirical relations, bender 
element measurements in the vertical and horizontal directions, SCPT 
and two active surface wave measurements. The surface wave mea
surements are used to perform refraction analyses and model inversions 
of dispersion and attenuation curves (SASW), allowing to estimate layer 
thicknesses, material wave speeds and damping ratios. 

The S-wave speeds estimated in the clay by SASW, SCPT, CPT 
empirical correlations and bender element tests are consistent while the 
empirical relation based on the shear strength derived from the fall-cone 
test and the plasticity index overestimates the wave speeds in the upper 
2 m of the soil. CPT correlations provide satisfactory estimates for the S- 
wave speed in the clay under the studied conditions, and yield the most 
accurate estimation of S-wave speeds in the soil whenever dynamic 
measurements are unavailable. The material damping ratios of the soil 
are estimated from two SASW tests yielding consistent results, and from 
the free vibration of samples excited in axial motion using bender ele
ments, yielding lower values for the saturated clay. It is demonstrated 
that the material damping measured in the laboratory leads to a closer 
agreement between predicted and measured responses for the identified 
soil profile. 

Only the surface wave measurements are able to provide estimates of 
the wave speeds in the top part of the soil, the till underlying the clay 
and the bedrock. The estimated properties of the uppermost soil are 
found to have a profound influence on the vertical surface response in a 
narrow frequency band related to the fundamental resonance frequency 

of the upper soil layer for vertically propagating P-waves, especially 
with an increasing source-receiver distance. This is caused by the large 
P-wave speed contrast between the topmost part of the soil and the 
underlying fully saturated clay. Model investigations demonstrate that 
the observed resonance peak is caused by the critically refracted P- 
waves along the interfaces of the underlying layers of soil and the elastic 
bedrock, resulting in a slow attenuation with distance due to the long 
wavelengths involved. The observed resonance effect is found, however, 
to be of varying magnitude when measured during different seasons, 
suggesting that seasonal variations can have an influence on the prop
erties of the topmost soil and therefore also on the soil’s dynamic surface 
response. 
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[12] Larsson R, Mulabdić M. Shear moduli in Scandinavian clays. Measurement of initial 
shear modulus with seismic cones. Empirical correlations for the initial shear 
modulus in clay,. Swedish Geotechnical Institute; 1991. Technical Report 40. 

[13] Wood T. On the small strain stiffness of some scandinavian soft clays and impact on 
deep excavations. Chalmers University of Technology; 2016. PhD. thesis. 
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